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Abstract

The current report has demonstrated the application of transformer based Natural Language Processing (NLP) model in identification 
(presence/absence) of complex symptoms of patients with Major Depressive Disorder (MDD). The model was specifically developed for 
identification of 3 symptoms: Anhedonia, suicidal ideation with intent or plan and suicidal ideation without intent or known plan. The NLP model 
was trained to clinical narratives of MDD patients obtained from progress notes at a specialty care institution. The model was able to 
demonstrate remarkable accuracy (both sensitivity and specificity) in the identification of said symptoms from verbose descriptions. 
Additionally, the report characterizes the robustness of the model to changes in the language, keywords etc.
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Introduction
The authors used a technique called triplet loss and focused the 

fine-tuning on generation of appropriate encoding output, rather than 
the final classification layer used. The transformer model used was 
BERT which is specifically focuses on encoding rather than the 
decoding part of transformer models (e.g., GPT). This is important as 
the goal of this work was not generation of new text but contextual 
language comprehension through generation of contextually 
meaningful embeddings. While the NLP model can identify sentences 
in a clinical note which are closely associated with the 3 symptoms, 
the authors have not tried to differentiate between symptoms present 
currently vs. mentions of historical symptoms or symptoms in a 
different person in the patient’s life. Additionally, there is the risk of 
inconsistency in the symptoms captured in subsequent visits by 
different clinicians treating the same patient which will be highlighted 
by NLP models. The NLP model in the current report does not 
characterize the severity of the symptoms. Studies have shown that 
presence or absence of symptoms are only loosely predictive of 
overall disease severity [1,2]. A meaningful extension of the model 
would be to classify symptoms as absent, mild, moderate and severe. 
Of course, this will heavily depend on the level of detail available in 
the clinical notes in the EHRs. It is clear that more work is needed 
before the outputs of the NLP model can be directly used in impactful 
longitudinal clinical studies.

Looking beyond the specific limitations of the current report, the 
potential for application of these type of NLP models in the field of 
psychiatry clinical research is extensive [3]. The most immediate 
applications are around expansion of the NLP model to capture 
additional core symptoms of MDD (as defined by DSM V) and then 
expanding to the core symptoms of other major mental health 
disorders like Schizophrenia (SCZ), Attention Deficit Hyperactive 
Disorder (ADHD), Post-Traumatic Stress Disorder (PTSD) and 
Borderline Personality Disorder (BPD). There is growing interest in 
understanding real-world effectiveness of available treatments, burden 
of disease etc. in sub-cohorts of patients within diagnosis groups e.g., 
SCZ patients with cognitive impairment [4], predominantly negative 
SCZ patients, inattentive vs. impulsive vs combined ADHD etc. Lack 
of structured data in the real-world mental health practice is a major 
hurdle for clinical research focused on these cohorts. However, NLP 
derived symptoms will enable the development of such sub-cohorts 
from retrospective EHR-derived real-world data [5] changing the face 
of clinical research activities in mental health disorders.

Description
While discussing the future when unstructured data may be 

processed by NLP models and the information available at scale, it is 
essential that we  highlight some of the immediate uses of  such data.
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Clinicians will start to have the longitudinal trajectory of symptoms, 
function, etc. available in graphical format during a consultation. 
Identification of a trend or departure from one would become a lot 
easier and this will inevitably improve psychiatric care delivery.

The promise of the next decade in psychiatry is precision 
medicine-segmentation of patients into groups who are similar and 
defining care protocols unique to each such cohort. In the field of 
oncology, precision medicine has shown tremendous benefit with 
targeted therapies [6]. In the world of psychiatry, precision medicine 
will likely be driven by symptomology based segmentation and not by 
genetic biomarkers [7]. However, development of segments based on 
symptoms requires large volumes of data on patients with detailed 
longitudinal symptoms. NLP derived symptoms linked to structured 
data for the patients will greatly accelerate such research endeavors.

It goes without saying that detailed symptoms of patients will also 
be extremely useful in development of machine learning based 
predictive tools for better diagnosis or risk assessment. Integration of 
NLP models into the next generation of EHR systems can allow real-
time validation of clinical documentation, predictive text making it 
significantly easier to document patient consultations while also 
providing consistent data capture.

In the last year, the world has seen the advent of Large Language 
Models (LLMs) which promise greater ability to comprehend textual 
information than the generation of models used in the report. 
However, these LLMs are not as efficient at identification of nuanced 
symptoms without significant training which is prohibitively 
expensive [8]. Additionally, it is unclear, whether use of LLMs will 
lead to significant improvement in the extraction of symptoms from 
clinical narratives discussed in the report.

Conclusion
Extraction of text and data from unstructured notes is not new, use 

of transformer models to identify complex symptoms and topics is 
relatively new [9]. Development of such models require a cross-
functional team of data scientists and clinicians working very closely 
together. Labelled data generation by expert review is challenging for 
complex clinical concepts and suffers from significant interrater 
variations. Training of NLP models requires significant fine-tuning 
and understanding of how the language in the sentences correspond 
to the clinical concepts. Finally, the adoption of NLP-derived data in 
real-world studies will greatly depend on the clinical validation of such 
data done at scale by the researchers and data providers. Careful 
curation, cross-validation and regression testing of NLP-derived  data

to show validity, accuracy and reliability will go a long way in 
accelerating the adoption and acceptance of such data in clinical 
research [10,11].
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